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Early theorists (Skinner, Spence) interpreted discrimination learning in terms of the
strengthening of the response to one stimulus and its weakening to the other. But this
analysis does not account for the increasing independence of the two performances as
training continues or for increases in control by dimensions of a stimulus other than the
one used in training. Correlation of stimuli with different densities of reinforcement pro-
duces an increase in the behavior necessary to observe them, and greater observing of and
attending to the relevant stimuli may account for the increase in control by these stimuli.
The observing analysis also encompasses errorless training, and the selective nature of
observing explains the feature-positive effect and the relatively shallow gradients of
generalization generated by negative discriminative stimuli. The effectiveness of the
observing analysis in handling these special cases adds to the converging lines of evidence
supporting its integrative power and thus its validity.
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To put the matter as simply and as broadly
as possible, the thesis of the present article is
that the conformity of behavior to the conse-
quences encountered in the presence of each of
two or more alternative stimuli (stimulus con-
trol) depends on how much contact the organ-
ism has with those stimuli. By contact, I mean
first the impingement of the stimulus energy
on the receptor cells of the relevant sensory ap-
paratus, which typically requires or is mod-
ulated by auxiliary behavior known as observ-
ing (e.g., looking at and focusing on the stim-
ulus object, touching it, tasting it, etc.). Sec-
ond, to complete the picture I think we are
obliged to consider analogous processes oc-
curring further along in the sequence of events,
presumably in the neural tissue, and com-
monly known as attention. The processes in-
volved in attention are not as readily accessible
to observation as the more peripheral adjust-
ments, but it is my hope and my working hy-
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pothesis that they obey similar principles.
Otherwise, the study of attention may prove
extremely difficult. From the behavioral level
it can only be approached indirectly, and we
will face the arduous task of distinguishing its
behavioral effects in each instance from those
to be attributed to changes in observing.

Contemporary analyses of the development
of stimulus control continue to be dominated
by two very similar accounts, formulated some
fifty years ago by Skinner (1933, 1934, 1938)
and by Spence (1936, 1937). According to
these accounts, the gradual separation of the
subject's responding to the alternative stimuli
(formation of a discrimination) can be attrib-
uted to the growing strength of the behavior
produced by continued reinforcement in the
presence of one stimulus (SD or S+) and the
waning strength produced by nonreinforce-
ment in the presence of the other stimulus (SA
or S-). Yet this account does not deal with the
central problem. At the beginning of discrim-
ination training, there is usually a substantial
transfer between the two stimuli of the effects
of their respective schedules. 'The reinforce-
ment of S -R affects the strength of S2-R
also, and there is a converse sharing of the ex-
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tinction" (Skinner, 1933, p. 303). When
discrimination training began with the first
reinforcement, so that very little strength had
been built up in the presence of the positive
stimulus, the rate of responding in the pres-
ence of the negative stimulus remained quite
low (Skinner, 1934, 1938). But when the in-
itiation of differential training had been
preceded by several sessions of intermittent
reinforcement in the presence of the first
stimulus, a substantial number of responses
occurred in the presence of the second stim-
ulus (Skinner, 1933, 1938). Sometimes, as
Ferster (1951) later observed, the performance
in the presence of the negative stimulus could
not be distinquished from that in the presence
of the positive stimulus. Yet it is clear that by
the end of discrimination training this transfer,
or induction as Skinner (1934, 1938) called it,
has been greatly reduced. Very little respond-
ing occurs in the presence of the negative stim-
ulus, despite continued reinforcement in the
presence of the positive stimulus.

It may be useful to think of the overall pat-
tern of behavior at any point during dis-
crimination training (acquisition under a
multiple schedule) as the product of an in-
teraction between two major factors or pro-
cesses. The first is the characteristic effect of
the schedule of reinforcement in the presence
of each stimulus on the rate and the temporal
distribution of responding in the presence of
that stimulus. This factor is most clearly re-
vealed when the induction between the two
components is minimal, so that neither sched-
ule has much effect on the behavior in the
presence of the other stimulus. But such in-
dependence cannot be taken for granted. The
second major factor is the rate or proportion of
transfer from one stimulus to the other (induc-
tion), which presumably is affected by such
variables as the magnitude of the physical dif-
ference between the two stimuli, the sensitivity
of the species and of the individual subject to
that stimulus dimension, and how accurately
and how much of the time the subject observes
each of the stimuli. It is this second factor, or
its converse- the independence of the two per-
formances- that is most appropriately char-
acterized as stimulus control. Although it is

difficult to separate the effects of induction
from the more immediate effects of reinforce-
ment and nonreinforcement when both are
concurrently producing changes in behavior, it
is the decrease in induction as training con-
tinues that is the essence of discrimination
learning and that sets it apart from other be-
havioral processes. Both Skinner and Spence
were familiar with the basic concept of stim-
ulus generalization and certain of its empirical
manifestations, but neither offered an expla-
nation for this change.

According to the conventional account, the
final discriminative performance results from
the accumulation of small differences. Rein-
forcement of the response in the presence of
S+ increases its strength more in the presence
of that stimulus than in the presence of S-;
nonreinforcement in the presence of S-
reduces the strength more in the presence of
that stimulus than in the presence of S+. Con-
temporary textbook accounts often suggest
that these processes take care of the problem,
but such an analysis does not work. If the rate
of transfer remained as high as it was at the
beginning of training, so would the proportion
of responses that occurred in S-. The tradi-
tional account deals only with what happens in
the presence of each stimulus independently,
not with the change in the interaction between
them.
As mathematical treatments of learning de-

veloped, the rigor of their logic revealed much
the same problem from a somewhat different
perspective. Although Spence (1937) seems to
have been aware of the difficulty, Hull (1950)
was the first to spell it out. The stimuli con-
trolling the discriminative performance con-
stituted only a small fraction of the total ex-
perimental situation. Furthermore, the vast
majority of the stimuli that were present when
the response was reinforced were also present
during periods of nonreinforcement. Conse-
quently, if it was assumed that reinforcement
increased the tendency to respond to all of the
stimuli present at the time and nonreinforce-
ment decreased the tendency to respond to all
of the stimuli, the effects of S+ and S- would
be greatly diluted by the control exerted by
these "incidental" or "static" stimuli. Even after
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prolonged training, the subject should respond
to the common stimuli plus S- in a fashion
very similar to the way in which it responded
to the common stimuli plus S+. It was clear
that the effect of these common stimuli had to
be reduced before a substantial difference could
develop. For some reason, Hull evidently
believed that the effect of the nonreinforce-
ment should exactly balance the effect of the
reinforcement, resulting in the "neutralization"
of these common stimuli, but subsequent
writers have not accepted this solution. In one
of the earliest mathematical models, Bush and
Mosteller (1951) found it necessary to apply a
'discrimination operator" (D) to reduce the in-
fluence of elements common to both sets of
stimuli. Similarly, Restle (1955) found it
necessary to add an operator expressing the
"adaptation" of those cues that were not cor-
related with or predictive of reward. Another
way of saying the same thing, of course, is that
the effects of reinforcement and nonreinforce-
ment had eventually to be restricted to those
stimuli that were correlated with the two con-
sequences, namely S+ and S-. In the
mathematical models, the operators were
hypothetical processes necessary to account for
the data; but a promising real-world candidate
to account for the focusing of the effects of
discrimination training on the appropriate
stimuli is the observing response, which in-
creases the subject's contact with the relevant
stimuli and decreases its contact with those
that are not relevant.

Spence (1936, 1937, 1940) recognized the
need for what he called "orienting responses"
under certain circumstances, before his theory
could be applied, but these were treated as a
supplementary mechanism rather than as a
constituent part of his basic analysis. It re-
mained for Wyckoff (1952, p. 433) to suggest
that an initial "crossover between the effects of
reinforcement and nonreinforcement in the
presence of the positive and negative stimuli,
respectively, might be attributable to the sub-
ject's failure to observe the stimuli and that the
reduction in this crossover as training con-
tinued might not be a purely arbitrary phe-
nomenon but might reflect the acquisition of
appropriate observing behavior. Working

within a hypothetico-deductive framework,
Sutherland and Mackintosh (1971) proposed a
set of rules for changing the strengths of dif-
ferent "stimulus analyzers" in order to account
for a variety of special effects in animal
discrimination learning, such as transfer,
blocking, overshadowing, additivity of cues,
and the overlearning reversal effect. Most of
their data came from experiments employing
simultaneous discriminations (e.g., jumping
stands), rather than from the successive dis-
criminations used in the present work. Their
rule for the strengthening of stimulus ana-
lyzers (p. 44) was very similar to the rule in-
itially proposed by Wyckoff for the strength-
ening of observing responses. Neither rule,
however, is in accord with the findings ofmore
recent research. (For a discussion of this issue,
see Dinsmoor, Bowe, Dout, Martin, Mueller,
& Workman, 1983, pp. 262-263.) Moreover,
Sutherland and Mackintosh assumed that
their analyzers were directed toward entire
dimensions, rather than toward specific
stimuli, and that as the strength of an analyzer
for one dimension increased, the strengths of
the analyzers for all other dimensions
necessarily decreased. Neither of these
assumptions is implied by the present account
(Dinsmoor, 1973a; for relevant data, see
DePaulo, DeWald, & Yarczower, 1977), and
both appear subsequently to have been aban-
doned by at least one of the original authors
(Mackintosh, 1975). The approach taken by
Honig (1970) and by Honig & Urcuioli (1981)
also bears some relation to the present account
but does not make use of the research on
observing. Sidman (e.g., 1969) has presented
an analysis of gradients of generalization that
seems quite compatible, attributing flat gra-
dients to control of the response by stimuli
other than the one being tested.

ORTHOGONAL DISCRIMINATION
TRAINING

One body of data that seems to pose an in-
surmountable obstacle to interpretation in
terms of the traditional strengthening and
weakening formulation comes from studies in
which the subject was trained to discriminate
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between the presence and absence of a given
stimulus and then was tested with variations in
some aspect of that stimulus. For example,
pecking may be reinforced in the presence of a
vertical line projected on the pigeon's key but
not in its absence. Or pecking may be rein-
forced in the absence of the line but not in its
presence. The rate of pecking is then tested
with the line tilted at various angles with
regard to the vertical and horizontal axes. This
procedure is sometimes known as interdimen-
sional training. In more conventional studies,
the stimuli to be discriminated are two points
lying along the same dimension as that on
which the test is to be conducted. For exam-
ple, the positive and negative stimuli may be
two frequencies, two intensities, or two sizes,
and the rate of responding is then tested at a
succession of points along the dimension of fre-
quency, intensity, or size, in order to assess the
subsequent gradient of generalization. In these
cases, the rate is high in the presence of one of
the training stimuli, low in the presence of the
other, and intermediate at points in between,
and it is easy to slip into the comfortable
assumption that nothing much has happened
beyond the strengthening of the response at
one point and its weakening at another. But
when the dimension running from one train-
ing stimulus to the other is perpendicular to
the dimension along which the test is con-
ducted, so that only one of the training stimuli
ever appears in the series used for that test,
this illusion is shattered. Although the training
schedule may have affected the level of re-
sponding in the presence of the one stimulus,
and consequently the absolute level of the rest
of the gradient, there is no way in which it
could have had a direct strengthening and
weakening effect on the subject's response to
any of the other stimuli in the test series. Dif-
ferential reinforcement has not been applied to
any two points along the test dimension and
cannot account in any immediate sense for the
difference in rates. Yet this form of training
does increase the influence of the test dimen-
sion, as indicated by a steepening of the gra-
dient.

Several examples are available. Newman
and Baron (1965) trained their pigeons in

Group I to discriminate between the presence
and absence of a vertical white line on an
otherwise green key. Group III received the
same stimulus, the white line on the green
background, throughout their training, during
both periods of extinction and periods when
reinforcement was scheduled. For the two
groups, everything was the same except the
relationship between the presence or absence
of the line and the schedule of reinforcement,
yet during a generalization test the pigeons in
Group I responded at substantially different
rates in the presence of lines of different tilt,
while the birds in Group III showed no sys-
tematic trend.
A similar finding was obtained by Vetter

and Hearst (1968), using the rotary position or
orientation-equivalent to a tilt-of a paral-
lelogram as their test dimension. Again, the
birds that received differential reinforcement
with respect to the presence or absence of the
parallelogram were sensitive to its orientation
during testing; those that did not receive dif-
ferential training were not.

Switalski, Lyons, and Thomas (1966) used
a slightly more complex procedure. All birds
were first given 14 sessions of training with the
key illuminated by a wavelength of 555 nm
(green). Birds in one group were then given
differential training. Responding in the pres-
ence of 555 nm (S+) was still reinforced on a
variable-interval schedule, but responding in
the presence of a white line on a dark surround
(S-) was not reinforced. The gradient of
generalization along the wavelength dimen-
sion was steeper, indicating greater control by
this aspect of the stimulus, following the dif-
ferential training. Birds in the other group
received nondifferential reinforcement.
Although the two stimuli alternated on the
key, as for the first group, there was no cor-
relation between stimulus and reinforcement.
With these birds, the gradient of generaliza-
tion was less steep, indicating a reduction in
stimulus control resulting from the additional
training.

Finally, Lyons and Thomas (1967) carried
out a series of reversals, using the subjects that
had been given the differential training in the
preceding study. First, the birds were given a
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number of sessions of nondifferential training,
followed by a generalization test, then a num-
ber of sessions of differential training followed
by a test, and so on, until they had completed
six tests in all, three following each type of
training. The data from each test were sum-
marized by calculating the percentage of total
responding that occurred in the presence of the
555-nm test stimulus, the one that served as
the positive stimulus during the differential
training. Each of the 9 subjects exhibited the
same pattern: a consistent increase following
each block of differential training and a consis-
tent decrease following each block of nondif-
ferential training. All 54 determinations sup-
ported the conclusion that a series of wave-
lengths projected on the key exerts more con-
trol over the pigeon's behavior when the wave-
length used in training has been positively cor-
related with the receipt of food than when it
has been left uncorrelated.

DIFFERENTIAL REINFORCEMENT
AND OBSERVING

As I have indicated earlier, this increase in
the control exerted by some dimension of a
stimulus, following differential reinforcement
in its presence and its absence, cannot be ex-
plained in terms of the strengthening of the
response in the one case and its weakening in
the other. The training dirnension and the test
dimension are orthogonal to each other, and
for this reason the old analysis does not apply.
However, a reasonable suggestion, it seems to
me, is that the subject is more likely to be in-
fluenced by variations in some aspect of the
stimulus if it is observing that stimulus. In
fact, the more accurate the observing and the
greater the proportion of time that the subject
engages in it, the greater should be the degree
of stimulus control. The increase in control
produced by orthogonal or interdimensional
discrimination training, then, can be explained
if it can be shown that the level of observing in-
creases during discrimination training.

But that, of course, is exactly what was
demonstrated in the very first study in which
an artifical observing response was employed.
The observing procedure was originally de-

vised by L. B. Wyckoff, Jr., as the method-
ological basis for a doctoral dissertation com-
pleted in 1951. (The empirical part of the dis-
sertation, however, was not published until
1969.) Noting that a natural observing re-
sponse, such as looking at the key, would be
very difficult to monitor while the pigeon was
pecking, Wyckoff (1969) substituted a re-
sponse that was entirely different in its
topography but that was relatively easy to
record. He provided his artifical observing
response -standing on a pedal situated on the
floor of the experimental chamber-with the
same functional properties as the natural one.
Only when the bird stood on this pedal could it
see the discriminative stimuli, red and green
illumination of the key, because only when it
stood on the pedal did the red and green ac-
tually appear on the key. The rest of the time
the key was illuminated with white light, re-
gardless of whether or not reinforcement was
scheduled. The pedal operated a switch that
turned on the appropriate stimulus. And, in
keeping with its status as an analogue to look-
ing at the key, that is all that it did. It did not
affect the schedule of reinforcement.

For Group I in Wyckoffs study, there was
no correlation between red and green and the
receipt of food, and the proportion of time the
birds spent on the observing pedal declined
from its initial level. For Group II-a, red was
the positive stimulus for a discrimination and
green was the negative stimulus. In this case,
the proportion of time spent on the pedal went
up. These birds also learned the discrimina-
tion. For Group II-b, the discrimination was
reversed after five sessions of training. The
proportion of time spent on the pedal declined
at this point but then recovered as the new cor-
relation took hold. In short, we see that the
proportion of time spent observing the stim-
ulus increases under the same conditions as
those producing an increase in control- a cor-
relation between the stimuli and food- and
decreases under the same conditions as those
producing a decrease in stimulus control-
absence of such a correlation. (See also, e.g.,
Bower, McLean, & Meacham, 1966; Brown,
1968; Driscoll, Lanzetta, & McMichael, 1967;
Fantino & Case, 1983; Fantino, Case, & Altus,
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1983; Kendall, 1973; Lanzetta & Driscoll,
1966; Prokasy, 1956; Wilton & Clements,
1971). This correspondence and others to
follow suggest that the increase in observing
may account for the increase in stimulus con-
trol. The data are correlational, to be sure, but
so are the data implicating the smoking of cig-
arettes in developing lung cancer. As we shall
see, after consideration of some other matters,
there are several additional lines of evidence
that converge on the same conclusion.

AVERSIVE CONTROL

For aversive control the data are meager,
but essentially the same analysis may apply as
in the case of control by positive reinforce-
ment. Particularly pertinent is a study by
Honig (1966) that appears to parallel the pre-
viously cited studies of orthogonal discrim-
ination training. First, pigeons were trained to
peck at approximately equal rates when a set
of parallel lines was projected on the key at
various tilts with respect to the vertical-
horizontal axes. Equal responding served as
the baseline for the determination of a gradient
of generalization following discrimination
training. Then, in the discrimination group,
pecking was punished with brief electric shocks
when vertical lines were displayed on the key
but was not punished when the key was blank.
Therefore, for this group absence of the lines
was what is conventionally know as a safety
signal. For the no-discrimination group, the
same vertical lines were present during the un-
punished (safe) periods as during the periods
of punishment, so that there was no correla-
tion between the lines and the shocks. For the
no-discrimination group and for another,
more complex control group, the tilt of the
lines had no systematic effect during the subse-
quent generalization test. On the other hand,
the discrimination group yielded a U-shaped
gradient, pecking fewer than 40 times per
minute in the presence of the vertical line but
more than 70 times per minute in the presence
of some of the lines of lesser tilt.

There seems to be a widespread impression
that experimenal organisms will not, or at least
should not, observe stimuli that are positively

correlated with the receipt of shock and that
for this reason increasing control of behavior
by such stimuli cannot be explained in terms
of increments in observing. But this was the
very problem that originally lured me into
research on the observing response. What we
found was very simple: Although the stimulus
indicating the punishment of instrumental
responding did not, by itself, maintain an
observing response, the stimulus indicating no
punishment did maintain such responding
(Dinsmoor, Flint, Smith, & Viemeister, 1969;
for reviews of the general area, see Badia,
Harsh, & Abbott, 1979; Imada & Nageishi,
1982.) Under a discriminative punishment
procedure, then, the observing response is in-
termittently reinforced by the production of
safety signals. It may also be punished by the
production of warning signals, but unless the
subject is furnished with yet another set of
stimuli, correlated with the first, it cannot on
some occasions produce the stimuli negatively
correlated with shock without also on other oc-
casions producing the stimuli positively cor-
related with the shock.

OBSERVING AND ATTENTION
I have discussed the correspondence between

the circumstances under which the behavior of
observing arises and those under which stim-
ulus control develops without making ref-
erence to the inferred process of attention.
Much as I would like to continue the analysis
without mention of any process that is not
directly observed, I find myself persuaded by
the arguments put forth by hypothetico-deduc-
tive theorists like Mackintosh (1974, 1975) and
Sutherland and Mackintosh (1971) to the ef-
fect that purely peripheral adjustments cannot
account for all of the data. As one example,
consider the well known experiment by
Jenkins and Harrison (1960). The design was
similar to those we have already considered,
except that for the control group only one
stimulus was used during the training (single
stimulus training). When a tone of 1000 Hz
was sounded more or less continuously
throughout the period when pecking was being
acquired, the subject showed no difference in

370



OBSERVING AND STIMULUS CONTROL

reaction during the subsequent test periods to
this tone and to tones of much higher or much
lower frequency. None of the individual gra-
dients of generalization showed systematic
deviation from a straight horizontal line. On
the other hand, when another group of birds
was trained with the presence of the tone as the
S+ and its absence as the S-, each of the sub-
jects yielded a steep gradient, indicating a
substantial sensitivity to the frequency of the
test stimulus. There are two conclusions to be
drawn from these data. First, although the
subject might be able to increase or decrease
its exposure to standing waves by an appro-
priate adjustment of its position within the
chamber, I find it difficult to believe that the
magnitude of such an effect, when the tone
presumably was not aversive, could account
for the magnitude of the difference in behavior
between the two groups. This forces me to ac-
cept the existence of some process of a more
central nature, which might appropriately be
called attention. The second conclusion is that
this form of attention, at least, seems to arise
under the same circumstances as do observing
responses. The issue is necessarily somewhat
speculative, but I suspect that in general the
two processes go hand in hand: If the subject
observes a stimulus for the sort of reason we
customarily set up in the animal laboratory, I
assume that it also attends to that stimulus.

Theorists who derive their explanatory prin-
ciples exclusively from the data on stimulus
control itself (e.g., Honig, 1970; Mackintosh,
1974, 1975; Sutherland & Mackintosh, 1971)
tend to downplay or even to disregard the role
of observing responses. But I think that the
failure to consider this form of behavior is un-
wise on two counts. First, a systematic science
cannot afford to neglect one of its major
categories. There is no question but what such
responses do occur, that they comprise a dis-
tinct functional category, that they have im-
portant effects on other behavior, and that
they have sufficient practical significance to be
worthy of investigation in applied settings
(e.g., Rayner, 1978; Thomas, 1968). Second,
if the principles governing what the organism
observes turn out to be different from those
governing attention, then we will need to

understand both if we are to make the best
possible prediction of what the organism will
do in a given situation. On the other hand, if
the principles are the same, then the strength
of the observing behavior maintained by var-
ious stimuli can serve as a concrete, measur-
able index to the somewhat evanescent con-
struct of attention (e.g., Dinsmoor, Sears, &
Dout, 1976; Eimas, 1969a, 1969b; Hamlin,
1975; Singh & Beale, 1978). Such an index
would offer a number of advantages, not the
least of which is that it would provide a val-
uable safeguard against purely ad hoc inter-
pretation.

PROGRESSIVE TRAINING
As noted earlier, the original Skinner-

Spence analysis, based on the strengthening of
the response in the presence of one stimulus
and its weakening in the presence of the other,
did not deal with the changes in the magnitude
of the transfer or induction between the two
stimuli and cannot account for the develop-
ment of stimulus control under orthogonal (in-
terdimensional) discrimination training. Also
worthy of note is the fact that the traditional
formulation makes no provision for the more
rapid acquisition of a discrimination under
progressive training, in which the difference
between the positive and the negative stimulus
is initially made relatively large and is later
reduced to its final value (e.g., Lawrence,
1952; Pavlov, 1927/1960, pp. 121-123). In
earlier publications from my laboratory
(Dinsmoor et al., 1976, 1983; Dinsmoor,
Mueller, Martin, & Bowe, 1982), we have re-
ported that more observing occurs when the
difference between the two stimuli (their
disparity)-or, more importantly, the dif-
ference between the positive stimulus and its
background stimulation (its salience)-is
relatively large than when these differences are
small. Both factors appear to be at work in
most of the experiments demonstrating the
superiority of progressive discrimination train-
ing. I have already suggested that the amount
of induction between the two stimuli depends
upon the level of observing; it follows,
therefore, that the discrimination should be
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acquired more rapidly when a substantial level
of observing is established early in training by
exposure to a more effective pair of stimuli
before the final pair is encountered.
The effectiveness of progressive training

was demonstrated in particularly dramatic
form by the work ofTerrace (1963a, 1963b) on
what he has called errorless discrimination
learning. Basically, what Terrace did, with
minor variations from one experiment to the
next, was to train his "errorless" birds to peck
the key when it was illuminated with red light.
Then, very early in training, he introduced
brief interruptions of the key illumination as
the S- and gradually increased their duration
and changed their content from a darkening of
the key to its illumination with green light. In
other words, green was faded in as the S-.
Birds trained in this fashion made few, if any
errors-that is, they rarely pecked the key at
any point during their training except when it
was red. This finding was extremely bother-
some to theoretical accounts that had empha-
sized the necessity of extinguishing responding
in S- in order to form a discrimination,
because in this case there was virtually no such
responding to be extinguished. Somehow, the
need for extinction seemed to have been by-
passed. The discrimination appeared to have
been fully formed before the traditional pro-
cess ever began. However, errorless training
does not present the same difficulty to an
analysis that suggests that the formation of a
discrimination depends, first of all, on learning
to observe and/or attend to the stimuli.

Terrace's procedure also included special
features that I think facilitated the rapid for-
mation of a discrimination. For example,
throughout all of the relevant work, red and
green illumination of the pigeon's key were used
as the discriminative stimuli. Although wave-
length of key illumination is widely used in
studies of stimulus control, it is nevertheless a
very special dimension (see Richardson &
Evans, 1975). Control is readily and rapidly
established. In my laboratory, while preparing
our subjects for a discrimination based on
punishment (Dinsmoor et al., 1969), Richard
Smith and I tried to get birds to peck the key
both in the presence of red and in the presence

of green. We often got errorless learning in
spite of ourselves. After pecking had been
shaped in the presence of red, it failed to
transfer to the presence of green. Each time
the color changed on the key, the bird stopped
pecking, and this difficulty often persisted for
hours of session time. We could not reinforce
pecking in the presence of green because no
such pecks occurred. Sometimes we had to
"trick" our subject by timing the switch in col-
ors so that it came in the midst of a rapid burst
of responding and then reinforcing a peck that
landed before the bird reacted to the change.

Note two things about the color on the key.
First, it is displayed on the surface of the
device the pigeon pecks. I would assume that
the subject frequently glances at the key before
striking it. Second, the color is not restricted
to some localized portion of the key but covers
its entire surface. No accommodation is re-
quired, and no matter where the pigeon looks,
if it looks at any part of the key it will see the
color. This is not true of a visual pattern, for
example, and Terrace noted (1963b, p. 229)
that the procedure described above did not
work when two lines of different tilt were used
as the discriminative stimuli. Prior training
with the colors was needed. What I think hap-
pens here is that the pigeon frequently looks at
some spot on the key before pecking it. It sees
the color. Since the food is delivered as a rein-
forcer only following pecks on the key, it is
selectively associated with looking at the key
and seeing the color as well. (Here my argu-
ment follows those advanced by Heinemann &
Rudolph, 1963, and Richardson & Evans,
1975.) Therefore, even single stimulus train-
ing with color on the key may produce an in-
crease in observing. Subsequent training in
which reinforcement accompanies the color
red and nonreinforcement a dark key would be
expected to add further strength to the observ-
ing response, so that by the time the color
green is introduced as an S- the performances
in S+ and S- could be expected to be quite in-
dependent. Pecking is never strengthened in
the presence of green illumination of the key,
either by direct reinforcement or by induction
from reinforcement in the presence of red.

Other factors that may have played signifi-
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cant roles are superstitious reinforcement of
interfering behavior by the early appearance of
S+, as noted by Terrace (1963a, p. 26), and
selective nonreinforcement, by delaying the
appearance of S+, following any pecks that did
occur in S- (Dinsmoor, 1950, 1951).

Let me add one caveat, however. Nothing
that I have said in attempting to explain the ef-
ficacy of Terrace's procedure should be con-
strued as an endorsement of the suggestion,
first advanced by Lashley and Wade (1946)
and later discussed at some length in Terrace's
review (1966), that no stimulus control can be
found without prior differential reinforcement.
What I have said need not imply such a posi-
tion. It seems reasonable that the subject
might occasionally observe the relevant stim-
ulus before selective reinforcement has oc-
curred. In fact, it is difficult to see how a cor-
relation between stimulus and reinforcer could
be effective if the subject did not sometimes
make contact with the stimulus during the
training.

CONTROL BY THE
NEGATIVE STIMULUS

In all of the studies of orthogonal (inter-
dimensional) discrimination training that I
have so far cited, it has been the presence of
the line or other stimulus event that has served
as the S+ and the absence that has served as
the S-. It is entirely feasible to reverse this
relationship, however, and to use the presence
of the stimulus event as the S- and its absence
as the S+. Then the S- can be varied in some
way during subsequent testing and a gradient
can be obtained that shows the rate of respond-
ing as a function of similarity to that stimulus.
If absence of a line has been used as the S+,
for example, variations in the rate of respond-
ing to lines of different tilt cannot readily be at-
tributed to variations in their similarity to S+
but must be a function of their similarity to
S-. The resulting gradient shows how much
control is exerted by this characteristic of the
negative stimulus. Attempts have also been
made to determine the relative contributions
of S+ and S- to the control of behavior in
simultaneous (choice) discriminations, but I
find that situation too complex, the deductive

chains by which the conclusions are reached
too long, and the results too variable to place
much reliance on their findings. I greatly
prefer the comparison of gradients of gener-
alization following the two forms of orthogonal
discrimination training.

In their review of research on stimulus gen-
eralization, Honig and Urcuioli (1981) con-
cluded that 'the balance of the literature sug-
gests that negative gradients are . . . flatter
than positive gradients" (p. 422). I agree with
this assessment, but I think that the most con-
vincing evidence comes from comparisons in
which S+ and S- gradients were obtained
under closely matched conditions. I know of
five such studies. First, Jenkins and Harrison
(1962) obtained negative gradients following
training in which the positive stimulus was
either absence of tone (Experiment I) or white
noise (Experiment III). In both cases, the S-
was a tone of 1000 Hz. The stimuli used in
Experiment I were the same, although reversed
in assignment, as those used in an earlier
study that I have already discussed (Jenkins &
Harrison, 1960). The rate of pecking by each
of 6 birds was then tested in the presence of
each of seven auditory frequencies. In the
study in which the positive gradients were ob-
tained, very little pecking (typically about 5%,
equivalent to that in S-) occurred in the
presence of each of three stimuli toward the ex-
tremes of the continuum, but something like
25 to 45% (varying for individual birds) oc-
curred in the presence of S+. In the study in
which the negative gradients were obtained,
the highest proportion of responding by any
bird in the presence of any one of the tones
was about 20%. In general, the negative gra-
dients appeared much shallower than the posi-
tive gradients, indicating substantially less
control of responding by auditory frequency
when this was a dimension of the negative
stimulus than when it was a dimension of the
positive stimulus.
A similar result was obtained by Marsh

(1972), using as his test dimension the wave-
length displayed on the key. When a stimulus
of 550 nm was used as the S+ in training, the
subsequent gradient of generalization showed
a peak at that point but dropped to very low
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values toward either end. The slope was steep,
indicating a substantial degree of control by
the wavelength dimension. On the other hand,
when a wavelength of 560 nm was used as the
S-, the gradient was relatively shallow. It
dipped in the middle but never reached as low
a point as did the gradient for S+, and it rose
at the sides, but never reached the same height
as did the gradient for S+.
Two more sets of gradients, this time based

on the tilt of a black line on a white surround,
were obtained in successive replications with
two different sets of birds by Honig et al.
(1963). Again, both of the gradients for S+
were steeper than and crossed over the cor-
responding gradients for S-. Similar gradients
were also obtained by Hearst (1968), with dif-
ferent tilts used for S- in each of three dif-
ferent groups. In this work, the gradients did
not cross, but all three gradients for S- were
substantially flatter than the corresponding
gradients for S+. Boneau and Honig (1964)
obtained both positive and negative line-tilt
gradients from the same individuals, following
training with a conditional discrimination pro-
cedure. When the background was 550 nm, a
vertical line was S+ and no line was S-, but
when the background was 570 nm, the ver-
tical line was S- and no line was S+. By the
third day of testing, at least, the proportion of
total test responding in the presence of various
tilts yielded a reasonably peaked gradient with
the 550-nm background but still yielded a
completely flat gradient with the 570-nm
background.
On the face of it, the data from all five

studies support the conclusion that the neg-
ative stimulus exerts less control over the sub-
ject's responding following successive
discrimination training than does the positive
stimulus. However, several writers either have
offered alternative interpretations of this type
of datum or have questioned the legitimacy of
the measures that have been employed. For
example, in their study, Honig et al. (1963)
maintained that the true or ideal positive and
negative gradients were really the same in
shape but that the observed gradient produced
variations in the negative stimulus suffered
from a "floor effect." (This conclusion was

subsequently rejected by Honig and Urcuioli,
1981, but in the meantime has been accepted
by a variety of other investigators.) As I
understand their argument, it is that if the rate
had been higher at points distant from the neg-
ative stimulus along the test dimension, it
would still have been close to zero in the
presence of the negative stimulus, and the gra-
dient would have been steeper. But in response
to that argument, one has to ask why the rate
was not, in fact, much higher in the presence
of the other stimuli than it was in the presence
of S-. Evidently the subjects were sensitive to
the fact that the test stimulus was not S+, but
were not sensitive to its difference from S-.

Hearst, Besley, and Farthing (1970, pp. 392
ff.) have suggested that steeper gradients
might be obtained with S- if responding were
intermittently reinforced during the test, to
maintain higher absolute levels. Indeed, under
certain conditions fairly steep gradients can be
obtained using this technique (e.g., Karpicke
& Hearst, 1975); but under other conditions
they remain relatively flat (e.g., Rilling,
Caplan, Howard, &. Brown, 1975). Much
may depend on the stimulus dimension and
the length of the testing period, but to the best
of my knowledge no controlled comparison of
S+ and S- gradients is available in which the
resistance-to-reinforcement technique has
been employed.

Other writers have raised questions con-
cerning the proper measure to use when com-
paring stimulus control gradients that differ in
their absolute levels. For example, Lea and
Morgan (1972) have suggested that the slopes
of such gradients should be measured in terms
of differences in absolute rates at different
points along the continuum, rather than, as is
more customary, in terms of relative rates
(ratios). Blough (1965) has questioned whether
any measure derived from rate of responding
can be adequate. He has also suggested that
"the right way to measure responses is that
way which shows invariances most clearly"
(1965, p. 32). Elsewhere (Dinsmoor, 1973b), I
have noted that one measure, relative rates,
often does remain invariant under a variety of
parametric settings, suggesting that this
measure may have a high degree of generality
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and may represent the best we have for stan-
dard use. When changes in relative rate do oc-
cur, they are likely to be meaningful, rather
than artifacts of measurement (see also Ander-
son, 1978, p. 369). In any case, when the gra-
dient of generalization for S+ extends from an
absolute value lower than any obtained with
S- to an absolute value higher than any ob-
tained with S-, encompassing the entire range
for the latter stimulus, it is difficult to believe
that the difference in slopes can be attributed
to some distortion resulting from the technique
used for their measurement. It seems to me,
then, that gradients of generalization following
orthogonal discrimination training do indicate
that the negative stimulus exerts less control
over the subject's behavior than does the posi-
tive stimulus.

SELECTIVE OBSERVING

A simple explanation for the relatively poor
control exhibited by S- following presence
versus absence training is that during the
training and presumably during the test ses-
sions, the subject spends less of the available
time observing S- than it does observing S+.
We discovered this fact for the artifical observ-
ing response, at least, some years ago.
Dinsmoor, Browne, Lawrence, & Wasserman
(1971) conducted an experiment that rep-
licated Wyckoffs original procedure with one
important difference: We kept separate rec-
ords of the times when S+ was present and the
times when S- was present. We found that
when stepping on the pedal produced green il-
lumination of the key, S+, the bird typically
stayed on the pedal most of the time until the
programming circuit switched to nonreinforce-
ment and illumination of the key switched
from green to red. The mean durations for 3
birds were 21.32 s, 25.57 s, and 50.89 s. The
typical performance with red, however, was to
step on the pedal for a few seconds, step off it
for a similar period of time, step on it, step off
it, and so on, until green reappeared. The
mean durations for each exposure to S- were
5.58 s, 6.12 s, and 5.58 s.

It is difficult to be certain that any specific
form of response that might be used to rep-

resent observing is entirely free of possible
facilitation by or interference from other
responses, such as the response that produces
the deliveries of food (for discussion, see
Browne & Dinsmoor, 1974; Hirota, 1972;
Kelleher, Riddle, & Cook, 1962; Kendall,
1965a, 1965b), interim and terminal behavior
(see Green & Rachlin, 1977), and approach-
ing and eating the grain (see Karpicke, 1978).
Furthermore, these forms of behavior occur
with different frequencies during S- and S+.
Accordingly, to make the case for selective
observing as secure as possible, we have subse-
quently employed a variety of response topog-
raphies as indicators to this function. Browne
and Dinsmoor (1974) used standing in the
right half (or subsequently, standing in the left
hal) of the experimental chamber, with food
delivered on a response-independent schedule.
Dinsmoor et al. (1982) used holding down a
crossbar mounted on the wall of the chamber.
Another crossbar mounted on the same wall,
to the other side of the food-delivery
mechanism, provided concurrent control data.
And in some work yet to be published, we
have used a peck on a key to the left of the food
hopper to turn on a discriminative stimulus
and a peck on a key to the right to turn one off.
To prevent approaches to or withdrawals from
S+ or S- from influencing our data, we used
diffuse illumination of the entire chamber by
overhead lamps differing either in their inten-
sity or in their spectral distribution (color).
With each of these varied arrangements, we
again obtained selective observing. The tem-
poral pattern may be illustrated by a sample,
covering approximately the last quarter of a
session, taken from an operations record late
in training (see Figure 1). Time flows from left
to right, and successive segments are arranged
from top to bottom. Pecking the left key turned
off the mixed-schedule stimulus and turned on
either the positive stimulus, as in the first in-
stance on the record, or the negative stimulus.
Thus, pecking this key was sometimes rein-
forced and sometimes punished. Note that S-,
which presumably was punishing, was pro-
duced many more times than S+, which
presumably provided the reinforcement. Yet
the behavior was maintained indefinitely.
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Fig. 1. Last 15 min of an operations record late in training. Time flows from left to right. Upward displace-

ment of the top line shows when the stimulus accompanied by a variable-interval schedule of reinforcement is
present. Upward displacement of the second line shows when the stimulus accompanied by no reinforcement is
present. When neither line is displaced, the mixed-schedule stimulus is present. Blips:on the third line show pecks
on the left (on) key, and blips on the fourth line show pecks on the right (off) key.

(For an extended discussion of how observing
is maintained, see Dinsmoor, 1983.) Pecks on
the right key turned off S+ or S-, whichever
was present, and turned on the mixed stim-
ulus. Although the experimental arrange-
ments do not provide discriminative stimuli
for pecking the left key, S+ and S- themselves
serve that function for pecking the right key.
Note that S- was usually turned off within a
few seconds after it appeared but that there are
only two instances on the record in which the
S+ was turned off. In general, termination of
S+ was an extremely rare event, and in both of
the instances shown, it came about within a
fraction of a second following a switch by the
programming apparatus from the negative
stimulus to the positive one. Perhaps the bird
failed to react in time to the change in cir-
cumstance. In accord, then, with simple,
straightforward behavioral principles, the sub-
ject selects relatively large amounts of ex-
posure to the positive stimulus and relatively
small amounts of exposure to the negative

stimulus. This difference in the relative pro-
portion of the time during which a stimulus is
available that the subject spends observing it
may account for the greater degree of control
exerted by the positive stimulus when we com-
pare gradients of generalization for S+ and S-
following presence versus absence training.
As my analysis up to this point has been

based wholly on data we have obtained with
artificial observing responses, perhaps it would
be wise to look for some confirmation of the
assumption that the same pattern of events
holds during more conventional laboratory
procedures, in which only natural observing
responses are required to make contact with
the stimuli. Rand (1977) monitored her birds
visually during the formation of a discrimina-
tion between a horizontal and a vertical line
displayed on the key. She recorded, among
others, "a class of behaviors that served to
remove the visual stimulus from view" (p.
106). With each of her subjects, she noted a
substantial increase in the proportion of time
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spent in that behavior during periods of S-
presentation as the experiment progressed. In
other words, her subjects learned to turn away
from the key when S- was displayed. The
same kind of relationship held during gener-

alization testing. The more a given stimulus
resembled S-, the greater was the proportion
of time the bird spent on this stimulus-avoiding
class of behavior. It may be objected that the
very response of turning away itself indicated
control by the stimulus displayed on the key.
But such control need be assumed only as a

momentary condition, required to account for
the initiation of the response of turning away.

Turning away is comparable to stepping off
the floor pedal or crossbar or pecking the stim-
ulus-terminating key in a study using artifical
observing responses. Later, the bird may

return for another look, as it does in the ar-

tificial case. Note that I have not argued that
there is no control by the negative stimulus in
this instance, only that it is reduced. I have
suggested that the subject makes less contact
with S-, when it is present, than it does with
S+, and that this may be the reason why gra-

dients of generalization around S- are flatter
than those around S+.

FEATURE-POSITIVE EFFECT

Poor observing of S- may also explain a

curious phenomenon that has captured the in-
terest of a number of investigators in animal
discrimination learning. Although similar ef-
fects have been obtained with human subjects
(Newman, Wolff, & Hearst, 1980), the bulk of
the work has been conducted with pigeons.
The feature-positive effect is obtained under
special circumstances, to be characterized
below, but the basic phenomenon goes as fol-
lows: When the stimulus element or feature
that distinguishes the positive trials from the
negative trials is programmed to occur on the
positive trials, pigeons may learn a discrete-
trial or an autoshaping discrimination quite
readily. But when it is on the negative trials
that the feature appears, they may fail to learn
the same discrimination. (Although the
amount of information presented is logically
equivalent in the two cases, this metric ap-

pears to be of no value in predicting the sub-
ject's behavior.) The phenomenon is most
striking when the distinguishing feature is a
small visual detail (Morris, 1977), low in con-
trast (W. T. Wolff, personal communication,
May 1977), which shifts substantially in its
locus from trial to trial (Sainsbury, 1971). In
other words, the phenomenon is most likely to
appear when the critical stimulus element is
one that the bird may not see unless it looks
directly at it. Athough the visual angle sub-
tended by the typical 2.5-cm key opening may
be quite small for the human observer, looking
from a distance of, say, 30 cm or more, it is
quite large when the same opening is inspected
from a distance of perhaps 1 or 2 cm. Conse-
quently, when the pigeon is pecking the key,
the individual elements displayed on that key
may be some distance apart in the bird's visual
field and may more appropriately be treated as
independent stimuli, separately seen, than as
components of a single pattern. The results
reported by Hearst (1975) are consistent with
this interpretation, in that he obtained the
same effect even when the stimuli were quite
salient but were displayed still farther apart,
on three separate keys.

In addition to the feature, there typically are
other stimuli, similar in kind, that appear on
every trial. These stimuli serve to distinguish
the period when the trial is in effect from the
interval between trials. As half of the trials are
positive and half are negative, these common
stimuli correctly predict reinforcement 50% of
the time. If we assume on the basis of the data
from experiments on observing that the pigeon
learns to look at the stimulus predicting the
highest density of reinforcement (Auge, 1974;
Branch, 1970; Jwaideh & Mulvaney, 1976;
Kendall, 1973, Experiment II; Kendall &
Gibson, 1965; Ward, 1971), we can predict
that this will be the positive stimulus, where
there is such a feature to look at, but that it will
be a common, or trial stimulus, when the dis-
tinguishing feature appears only on the nega-
tive trials. Such common stimuli are not re-
quisite for a small feature-positive effect to
emerge, but they do substantially increase its
magnitude (Wolff, 1983). Presumably, they
serve as distractors, controlling the pigeon's
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attention during the trial periods, when the
discrimination is being measured.

Empirical evidence supporting this analysis
is provided by records of where the pigeon
pecks. Jenkins and Sainsbury (1969) divided
their key into four independent sectors or

quadrants, each of which could be pecked sep-

arately (see also Farthing, 1971; Hearst, 1975;
Jenkins & Sainsbury, 1970; Sainsbury, 1971;
Wasserman & Anderson, 1974). On any given
trial, one sector was left blank, but either a cir-
cular spot, 0.3 cm in diameter, or a star of the
same size was projected on each of the other
three. One of these figures served as the
distinguishing feature and was present on one

sector or another only during positive trials or

only during negative trials, depending on the
procedure to which the particular bird was

assigned. The other figure was displayed on

the two remaining quadrants, as the common
or trial stimulus. Jenkins and Sainsbury found
that birds that received the feature on positive
trials pecked mainly on the sector bearing that
feature, but birds that received the feature on

negative trials pecked mainly on one of the
sectors bearing the common, or trial stimuli. If
we can assume, as is indicated by the auto-
shaping literature (Hearst & Jenkins, 1974;
Schwartz & Gamzu, 1977), that the conditions
under which the bird will peck a key are very

similar to the conditions under which it will
approach and look at that key and the condi-
tions under which it will produce ("observe")
stimuli displayed on that key, then the Jenkins
and Sainsbury data support the observing
analysis. (For relatively direct evidence that
looking and pecking are intimately related, see

Jenkins, 1973; Maki, Gillund, Hauge, &
Siders, 1977; Skinner, 1965.)

Recognition of the power of an analysis
based on observing may have been delayed by
the objections that Jenkins and Sainsbury
(1969, 1970) raised to related lines of thinking
in their initial presentations of the feature-
positive effect. In their 1969 study, the authors
attempted to formulate a version of the pre-

vailing hypothetico-deductive theories of at-
tention that might account for their results.
But they concluded that the models then cur-

rent, which postulated attention to an entire

dimension rather than to the concrete stimuli,
could not cope with the asymmetry between the
effects produced by the presence and the effects
produced by the absence of a particular stim-
ulus. Attention to an entire dimension is not,
of course, assumed in the present approach,
which is based on observation of or attention
to a specific stimulus and does not require or
even suggest a higher level of abstraction.

In their 1970 study, Jenkins and Sainsbury
considered and rejected what they called a
"search theory," essentially a chaining analysis
in which the behavior of searching for the
distinguishing element was strengthened under
the feature-positive procedure but not under
the feature-negative procedure. Again, the
present analysis is different; it does not at-
tribute the success or failure of the training
procedure to the presence or absence of search-
ing but to the outcome of the search-whether
the subject ends up observing the feature or
some other aspect of the stimulus display. But
the present interpretation, too, might seem to
be precluded by the objection thatJenkins and
Sainsbury raised to their own form of search
theory. After all, these authors argued, in their
initial selection of which sector of the key to
peck, the birds must have seen the feature in
order to avoid it so consistently. The paradox
is resolved, however, if we recognize that the
seemingly contradictory performances oc-
curred during different segments of time. At
the beginning of a trial the birds may often
have looked momentarily at more than one
sector of the key, perhaps including the one
bearing the negative feature, before settling on
one of those bearing the common element. But
after that point, during the remainder of the
trial, there is no reason to believe that they
again looked at the distinguishing feature. To
judge from matching-to-sample studies
(Grant, 1976; Maki & Leith, 1973; Roberts &
Grant, 1974), a brief exposure to the stimulus
is not nearly as effective as more prolonged
contact in controlling the pigeon's subsequent
behavior. During the time that the discrim-
inative performance was being measured, the
birds were pecking one of the sectors bearing
the common element, and it seems reasonable
to conclude that this was the element they
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were looking at and that the element they were
looking at was the one that controlled their
behavior.
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